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#### Abstract

This paper presents a minimum spanning tree approach to find a path through ' $k$ ' specified links. This problem has many real-life applications and unlike the shortest route, the path through specified links may have loops. The proposed method determines the route, which may either be an optimal or a near optimal path. It may also contain loops.
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## 1 Introduction

Determination of the shortest route between the origin and the destination nodes is a classical problem in graph theory, which pertains to search for the shortest route between the two given nodes ' $O$ ' and ' $S$ ' in a graph $G(N, L)$, where $N$ denotes a set of nodes and $L$ is a set of links. Each link is associated with some weight indicating some real characteristics, such as cost of travel through that link, or time of travel etc. The two designated nodes denoted by ' $O$ ' and ' $S$ ', which belong to the set ' $N$ ', are known as the origin and the destination nodes, respectively. The shortest route is required in many practical situations, and for their solution approaches, see Ahuja et al. [1], Bellman [4], Beckwith [3], Dantzig [7], Dijkstra [8], Garg and Kumar [9], Peart et al. [25], and Pollack and Weibenson [26]. A variation of the shortest route problem was pointed out by Kalaba [10]. He considered a need to find the path from the origin node to the destination node that must visit a set of specified nodes enroute before arriving to the destination node. When the set of specified nodes is a null set, the problem reduces to an ordinary shortest route problem, which has received extensive attention, as pointed out earlier, and for addition references, see, Mehlhorn and Sanders [20], Munapo, Jones and Kumar [22], Kumar et al. [13], Munapo et al. [23], and Zhan [30]. However, when the set of specified nodes is not a null set, the required route is such that it must pass through the set of specified nodes before arriving at the destination node. Such a route may have loops. Another extreme case of the k specified nodes is a well-known problem when the set of specified nodes contains all nodes. In some special cases, one is required to visit all nodes of the network and return to the origin node. This problem is also known as the travelling salesman problem, for which dynamic programming treatment was given by Bellman [5]. Kumar et al. [15-18] gave a minimum spanning tree approach. Once again, many approaches are available in the literature to deal with the travelling salesman problem, see Munapo and Kumar [24]. These two extreme cases deal with loop free paths and in all other cases loop is a possibility.

Complexity of the problem that requires determination of a path through $K$ specified nodes will depend on the number of specified nodes. Bellman and Kalaba [6], Saksena and Kumar [27], Sinha and Bajaj [28, 29] solved the general routing problem through the $K$ specified nodes by using the functional equation technique of dynamic programming. They assumed that $0<k<n$, where $n$ is the number of nodes in the given network with nonnegative distances for the links. This problem of a path through K specified
nodes was reconsidered by Kumar et al. [14], and they used the minimum spanning tree approach developed by Munapo et al. [23] and Munapo [21].

In this paper, the routing problem with $K$ specified links has been considered and solved by using the minimum spanning tree (MST) approach, which was attempted earlier by Arora and Kumar [2] using the ring sum approach.

Detailed application of the path through $K$ specified links is presented in Section 2. Characteristics of the problem and a method to find the path through $K$ specified links has been discussed in Section 3. Some numerical illustrations have been presented in Section 4. Finally, the paper is concluded in Section 5.

## 2 Practical Applications of the Path Through K Specified Links

It is well known that manufactured goods travel various distances from the factory where they were produced to their destination, the consumer. As an example, consider a department store with many outlets in a large cosmopolitan city. Each store sells, many household goods such as fridges, washing machines, dishwashers, etc. which usually are not collected by the buyers. These customers often request the delivery and installation of these bulky goods at their residences. Usually, each store will not hold separate inventory at the store but sold items from different outlets are delivered from a central warehouse to various homes. Each house is situated on a street, and these streets where delivery is scheduled on a particular day form the set of specified links. The warehouse is the origin node, and the delivery trucks depot is the destination, and the specified links are the delivery links on a particular day. This set of specified links change each day as customer set changes each day.

Similar situations can be identified in many other distribution cases, for example, farm goods are transported to different warehouses, manufactured goods are transported from the production plant to various warehouses, etc. This problem can be identified in various situations in various industries.

## 3 Characteristics of the Path Through k Specified Links

Since specified links are given, they must form a part of the path. The path containing the specified links may have circuits among the specified links or together with non-specified links. The specified links, on their own may form any configuration and one such set of specified links is shown in Figure 1.


Figure 1 Specified links.

Figure 1 display two specified links $(i, j)$ and $(k, l)$, which is part of the given graph. In general, we may assume that the number of specified links is given by r , where $0<r<n$ (the value of r in Figure 1 is 2). The spanning tree of the graph $G(N, L)$ will have a total number of $(n-1)$ links, out of which $r$ number of links have been specified. If these specified links do not form a circuit, we need $(n-r-1)$ additional links to form a connected graph. Therefore, after selecting $(n-r-1)$ additional links, one obtains a connected spanning tree of the network $G(N, L)$. These additional $(n-r-1)$ links can be selected by following Kruskal [11] steps, which can be slightly modified for our purpose. Since this tree has $r$ specified links and $(n-r-1)$ selected links, it will not be a minimum spanning tree, we call this tree a partially minimum connected tree (PMST). In some cases, depending on the configuration of the specified links, this graph may have even circuits. After slight modification, the Kruskal [11] steps for the situation presented in this paper, will be:
Step 1: Arrange the remaining $(l-r)$ number of non-specified links in nondecreasing order of their weight.

Step 2. Pick the smallest link. Check if it forms a cycle with the selected links, which initially are the set of specified links. Remember, the specified links may have a cycle among them. In subsequent selections, one must check with the selected non-specified links and the given specified links. If the selected links do not form a cycle, include this link, else discard it.

Step 3: Repeat Step 2, with the next link until total number of links i.e., $(r)$ specified, and non-specified $(n-r-1)$ totalling equal to $(n-1)$. If the specified links form a cycle, for each cycle, one additional link will be required to form a partially minimum connected graph.

### 3.1 Mathematical Model of the Shortest Path Through K Specified Links

We use the following notation to develop a mathematical model for the above problem.

Let $C_{i j}=$ the link weight associated with the link $(i, j), i=1,2, \ldots, n$; $j=1,2, \ldots, n ; i \neq j$. Note that if there is no link from any $i$ to $j$, that $C_{i j}=\infty$ or equivalently the corresponding variable $x_{i j}=0$. In general, the variables will be defined as given below:

$$
x_{i j}=\left\{\begin{array}{ll}
1, & \text { if the link (ij) is used to form the path } \\
0, & \text { if the link (ij) does not form the path }
\end{array}\right\}
$$

The model can be represented as:

$$
\operatorname{Min} Z=\sum_{(i j)=1}^{L} C_{i j} x_{i j}
$$

Subject to:
$\sum_{(1, j)} x_{(1, j)}=1$ (Indicates that one link will be used from the origin node 1 .
$\sum_{(j, n)} x_{(j, n)}=1$ (Indicates that one link will be used to reach the destination node n .
$x_{(i j) S}=1$, For each specified links $s$, where $s=1,2, \ldots r$. These links must be included in the required path.
For nodes, other than the origin and the destination, and those which are free of the specified links, must satisfy the following:
$\sum_{i} x_{i j}=0$ or 2 , means that the shortest path passing through specified links will either not pass through a node or will enter form one link and leave that node from the other link.
For nodes from where specified links emanate or end, must satisfy:
$\sum_{i} x_{i j}=2$ or 4 , means that in addition to the specified link, either three or one more link will be emanating from this node as part of the path.
Several constraints have two values on the RHS like 0 or 2 and 2 or 4 . These constraints will require further modification. It is explained below:

For example, consider the constraint:

$$
\begin{aligned}
& \sum_{i} x_{i j}=2 \text { or } 4, \text { which can be modified as } \\
& \sum_{i} x_{i j}=2 y_{1}+4 y_{2}, y_{1}+y_{2}=1, y_{1}, y_{2}=0 \text { or } 1 .
\end{aligned}
$$

This will result in a large cumbersome model; hence some special approach is desirable, which is discussed in the Section 3.2.

### 3.2 Further Clarification of the Modified Selection Process

The nodes forming the specified links are $(i, j)$ and $(k, l)$ in Figure 1, however, when $r$ disconnected specified links are given, the number of nodes associated with the specified links will be at most equal to 2 r. For example, in Figure 1, node index of the nodes associated with the specified links will be equal to 4 . This node index can be less than 2 r , when these specified links are not disconnected, for example, as shown in illustrative examples in Section 4.2, where the specified links form a circuit. In the final connected graph, all nodes will have node index $>=1$. The total index value of all nodes will be $\geq 2(n-1)$. By the application of the index balancing theorem, we try to attain balance among the index of all nodes, which varies depending on the configuration of the specified links. For the illustrative example 4.1, node index will be equal to 2 , except the origin and the destination node, and this index can be more than 2 i.e. 4 . For developing a path joining the origin to the destination, passing through all nodes associated with the specified links, one may be forced to add more links. The node index for the nodes associated with the specified links will be 2 or 4 but not 3 . The index value 4 indicates formation of a cycle.

Note that the node index balancing theorem is not applicable to the specified links, as they are never to be removed from the final graph. For the graph in Figure 1, the index will be equal to 2 or 4 but not three. For the node of the specified link, one link will be the given specified link i.e., the link $(i, j)$ at nodes $i$ and $j$ and the link $(k, l)$ for the nodes $k$ and $l$. The index at the origin and destination node will be 1 . All other links that are not member of the path can be removed from the system.

The index balancing theorem discussed by Munapo et al., [23] states that, "adding the same constant to all arcs emanating from the same node does not change the relative merit of any selected arc in the PMST (Partial Minimum Spanning Tree) obtained by the greedy approach. Since the PMST is known, the index for each node is also known, and therefore, high, and low index nodes can be easily identified. The balancing index commences its balancing task by adding constants and bringing index of high index nodes low and taking index of low index node to the required level." Since the presence of the specified links is not based on any selection, the index balancing theorem in not necessarily applicable to these links.

When required path cannot be established by the application of the node balancing theorem, additional links may have to be added but these additional links develop circuits and make node index of some nodes more than 2 to 4 , an even number. All unnecessary links not on the path can be removed.

## 4 Numerical Illustrations

In this section, we discuss two numerical illustrations with different configurations of the specified links.

### 4.1 Illustration 1

Let us consider the network $\mathrm{N}(10,21)$ as shown in Figure 2, where O is the origin node and 9 is the destination node. The link weights are indicated on the links.

Let the set of specified links be $\{(1,2),(3,4),(5,6)\}$. Since these links are specified, they will remain part of PMST in the remaining analysis. Here onwards we will show these specified links with the letter 'S' to indicate that they are specified links. They must form a part of the path to be identified. This is shown in Figure 3.


Figure 2 Given connected graph and arc distances.


Figure 3 Network with three specified nodes forming a disconnected set.

### 4.1.1 Mathematical model of the above problem

For the above 10 node 21 links network, we define 21 variables. These are binary variables, associated with the links as follows:
$x_{i j}=1$, if the link joining nodes $(i, j)$ is part of the path, else it is zero.

Using the above, a mathematical model can be developed as given below.

$$
\operatorname{Min} Z=x_{01+} 10 x_{03}+6 x_{05}+3 x_{07}+\cdots+5 x_{29}+2 x_{49}+8 x_{69}+5 x_{89}
$$

Subject to
(1) Constraints for the origin and the destination nodes:
$x_{01+} x_{03}+x_{05}+x_{07}=1$ (Origin node)
$x_{29}+x_{49}+x_{69}+x_{89}=1$ (Destination node)
(2) Constraints representing nodes free of specified links

Nodes 7 and 8 are the only two nodes in this category. The constraints for these two nodes are given below for nodes 7 and 8 , respectively:
$x_{07}+x_{57}+x_{67}+x_{78}=0$ or 2 and $x_{78}+x_{68}+x_{89}=0$ or 2
These two constraints can be replaced by the following two sets of constraints, given below:

$$
\begin{gathered}
x_{07}+x_{57}+x_{67}+x_{78}=0 y_{1}+2 y_{2} \\
y_{1}+y_{2}=1, y_{1}, y_{2} \text { are zero or } 1
\end{gathered}
$$

Similarly, we rewrite the constraint representing the node 8 as follows:

$$
\begin{gathered}
x_{78}+x_{68}+x_{89}=0 y_{3}+2 y_{4} \\
y_{3}+y_{4}=1, y_{3}, y_{4} \text { are zero or } 1 \text { variables }
\end{gathered}
$$

(3) The third set of constraints will arise from the nodes that start or end at the specified links. In this category, there are 6 nodes, which are: $1,2,3$, 4,5 , and 6 . These constraints are given by:
Node 1:

$$
\begin{gathered}
x_{01}+x_{13}+x_{12}=2 y_{5}+4 y_{6} \\
y_{5}+y_{6}=1, y_{5}, y_{6} \text { are } 0 \text { or } 1 .
\end{gathered}
$$

## Node 2:

$$
\begin{gathered}
x_{12}+x_{32}+x_{42}+x_{25}=2 y_{7}+4 y_{8} \\
y_{7}+y_{8}=1, y_{7}, y_{8} \text { are zero or } 1 .
\end{gathered}
$$

Node 3:

$$
\begin{gathered}
x_{03}+x_{31}+x_{32}+x_{34}+x_{36}+x_{35}=2 y_{9}+4 y_{10} \\
y_{9}+y_{10}=1, y_{9}, y_{10} \text { are zero or } 1 .
\end{gathered}
$$

Node 4:

$$
\begin{aligned}
& x_{34}+x_{24}+x_{46}+x_{49}=2 y_{11}+4 y_{12} \\
& y_{11}+y_{12}=1, y_{11}, y_{12} \text { are zero or } 1 .
\end{aligned}
$$

Node 5:

$$
\begin{aligned}
& x_{05}+x_{57}+x_{56}+x_{53}=2 y_{13}+4 y_{14} \\
& y_{13}+y_{14}=1, y_{13}, y_{14} \text { are zero or } 1 .
\end{aligned}
$$

Node 6:

$$
\begin{gathered}
x_{56}+x_{36}+x_{76}+x_{68}+x_{46}+x_{69}=2 y_{15}+4 y_{16} \\
y_{15}+y_{16}=1, y_{15}, y_{16} \text { are zero or } 1 .
\end{gathered}
$$

(4) Conditions on the specified links

$$
x_{12}=x_{34}=x_{56}=1
$$

(5) Conditions on variables All other

$$
\begin{gathered}
x_{i j}=0 \text { or } 1 \text { for all ij that correspond to a link } \\
\qquad y_{1}, \ldots, y_{16}=1 \text { or } 0 .
\end{gathered}
$$

In the above 10 node networks; the PMST will be comprised of 9 links, as the specified links are free of a circuit. Since the specified links are 3, we need to select 6 more links to make an PMST of the network in Figure 3. The above network is comprised of 21 links, 3 of them are specified. The remaining 18 links are arranged in non-decreasing order as given below, where equal weights are just arranged in the order of the first node of that link.

Links in non-decreasing order (weight, link) are: $\left\{1(0,1)_{1}, 1(2,3)_{2}\right.$, $1(3,6)_{3}, 2(2,4)_{4}, 2(4,9)_{5}, 2(5,7)_{6}, 3(0,7)_{7}, 3(6,8)_{8}, 4(3,5)_{9}, 5(2,9)_{10}, 5(4,6)_{11}$, $\left.5(8,9)_{12}, 6(0,5)_{13}, 6(6,7)_{14}, 8(6,9)_{15}, 8(7,8)_{16}, 10(0,3)_{17}, 10(1,3)_{18}\right\}$; and the specified links are: $\{10(1,2), 4(3,4), 3(5,6)\}$.

First three links $\{(0,1),(2,3),(3,6)\}$ can be selected for the PMST but the next link $(2,4)$ forms a loop, hence is not included. Next two links $(4,9)$ and $(5,7)$ are included in the PMST. Finally, the link $(6,8)$ is included in the PMST. This PMST is shown in Figure 4.


Figure 4 MST of the given graph.

Note from Figure 4, we are looking for a path from nodes 0 to 9 passing through the specified links $(1,2),(3,4)$ and $(5,6)$. Links $(5,7)$ and $(6,8)$ can be removed as they are not necessary for a path from O to 9 . After removing these two links, nodes 3 and 5 have node index of 3 and 1 , which is not even. Hence by adding the link $(3,5)$, index of all nodes will be balanced, and the path becomes:

$$
\text { Path : } O \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 6 \rightarrow 5 \rightarrow 3 \rightarrow 4 \rightarrow 9
$$

Forming a path with a loop $3 \rightarrow 6 \rightarrow 5 \rightarrow 3$
Total cost $=1+10(S)+1+1+3 S+4+4 S+2=26$.
The path through the specified links is comprised of a loop, which is typical in a path through specified links.

### 4.2 Numerical Illustration 2

Let us reconsider the network $\mathrm{N}(10,21)$ in Figure 2 with a slightly different configuration of the specified links as shown in Figure 5.

The set of specified links are 5 , and they are: $\{(1,2),(2,4),(3,4),(5,6)$, $(5,7),(6,7)\}$. To form a PMST, we need to select $9-6=3$ more links.


Figure 5 Network with specified nodes forming a disconnected set.


Figure 6 PMST of the graph in Figure 5.
The non-specified 14 links are arranged in non-decreasing order as given below:
$\left\{1(0,1)_{1}, 1(2,3)_{2}, 1(3,6)_{3}, 2(4,9)_{4}, 3(0,7)_{5}, 3(6,8)_{6}, 4(3,5)_{7}, 5(2,9)_{8}, 5(8,9)_{9}\right.$, $\left.6(0,5)_{10}, 8(6,9)_{11}, 8(7,8)_{12}, 10(0,3)_{13}, 10(1,3)_{14}\right\}$

Note the number of specified links are 6 , therefore normally we need 3 more links to form a partially minimum shortest connected graph. These three links are: $\{(0,1),(3,6),(4,9)\}$. However, 3 specified links $\{(5,6),(5,7)$ and $(6,7)\}$ are forming a loop, and therefore the 9 links do not form a connected graph. The next link to be selected is $(6,8)$ forming PMCG, with a loop. It is shown in Figure 6.

Note all index order are balanced, except the node 8 and node 6 , with index value 1 and 5 . Since the link $(6,8)$ can be removed, and it will bring index of all nodes in balance and hence the path can be traced as follows:
$0 \rightarrow 1 \rightarrow 2 \rightarrow 4 \rightarrow 3 \rightarrow 6 \rightarrow 7 \rightarrow 5 \rightarrow 6 \rightarrow 4 \rightarrow 9$, with a loop $5 \rightarrow 6 \rightarrow$ $7 \rightarrow 5$. Total cost will be $=1+10+2+4+1+3+2+6+5+2=36$ units.

### 4.3 Advantages Associated with the Proposed Approach

A closely related, but independent, problem is to find the path between two given nodes designated as the origin and the destination node, which must
pass through a given set of specified nodes. This problem has been attempted by using different approaches, see Kalaba [10], Arora and Kumar [2] and Kumar and Arora [12] where the Computational complexity increases rapidly as number of specified nodes become more and more. However, the same problem was reconsidered by Kumar et al. [14] by the spanning tree approach and the computational complexity was independent on the number of specified nodes. In reliability context, similar problem was attempted by Kumar et al. [15]. The spanning tree approach has been successfully applied to the travelling salesman problem, where Kumar et al. [19] established equivalence between the travelling salesman route and the minimum spanning tree. This was the motivation, and the spanning tree approach was applied to find path through specified links.

## 5 Concluding Remarks

5.1 In this paper, we considered the routing problem through k specified links. A similar problem through k specified links was also considered by (Arora and Kumar [2]) using the ring-sum approach.
5.2 It is easy to see that the approach discussed in this paper, can easily establish lower and upper bound on path length. For example, the lower bound on the path length is the unconstrained path and upper bound is the length of path one gets by the approach discussed in this paper.
5.3 It is desirable to establish a procedure of moving the bounds and thus establishing optimality of the solution.
5.4 Computational complexity does not increase with increase in the number of specified links.
5.5 Certain practical real-life situations have been identified, where there is a need for a path between the origin and the destination node must pass through a set of specified nodes and links. It will be subject matter for our future communication.
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